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Abstract
This paper describes a method for selecting text data from
a corpus with the aim of training auxiliary Language Mod-
els (LMs) for an Automatic Speech Recognition (ASR) sys-
tem. A novel similarity score function is proposed, which
allows to score each document belonging to the corpus in
order to select those with the highest scores for training aux-
iliary LMs which are linearly interpolated with the baseline
one. The similarity score function makes use of ”similarity
models” built from the automatic transcriptions furnished by
earlier stages of the ASR system, while the documents se-
lected for training auxiliary LMs are drawn from the same
set of data used to train the baseline LM used in the ASR
system. In this way, the resulting interpolated LMs are ”fo-
cused” towards the output of the recognizer itself.

The approach allows to improve word error rate, mea-
sured on a task of spontaneous speech, of about 3% relative.
It is important to note that a similar improvement has been
obtained using an ”in-domain” set of texts data not contained
in the sources used to train the baseline LM.

In addition, we compared the proposed similarity score
function with two other ones based on perplexity (PP) and on
TFxIDF (Term Frequency x Inverse Document Frequency)
vector space model. The proposed approach provides about
the same performance as that based on TFxIDF model but
requires both lower computation and occupation memory.

1. Introduction
Automatic speech recognition systems can significantly take
advantage from training language models on large text cor-
pora that represent well the application domain. Since, gen-
erally, a limited amount of in-domain text data is available
for a given application, from which a corresponding LM is
trained, the acquisition of more domain specific text data of-
ten becomes a crucial task.

It is a common practise among ASR specialists to try to
automatically obtain texts relevant for the given application
from large publicly available corpora and to use the collected
corpora to train auxiliary LMs to be combined with the in-
domain LM.

In the literature several methods are proposed for select-
ing text data matching an in-domain LM. In general, the ap-
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proaches consist in using a function that gives a similarity
score to each possible candidate text (sentences or entire doc-
uments) to select and to retain only those whose scores are
higher than a predefined threshold.

In [1] the similarity function used to score documents is
simply the perplexity computed using the given in-domain
LM.

The work reported in [2] utilizes two unigram LMs, both
trained on the general corpus to select: the first LM is trained
on all texts of the corpus, the second LM is trained on all
texts except the document to score. The difference in the
log-likelihood of the in-domain text data given by the two
LMs is used as scoring function.

The work in [3] proposes a method based on cross-
entropy difference between the in-domain LM and a LM
trained on a random sample of the general text data to select.
The authors of this paper demonstrated significant reduction
of perplexity using this method, with respect to [1] and [2],
on a corpus used for automatic Machine Translation (MT).

In [4] three data selection techniques are proposed. The
first one is based on a vector space model that uses TFxIDF
(Term Frequency x Inverse Document Frequency) feature co-
efficients. A centroid similarity measure, defined as scalar
product between a vector representing in-domain data and a
vector representing the document to score, is employed. The
second and the third methods are based on an ”ngram-ratio”
similarity measure and on ranking the documents of the gen-
eral text corpus through resampling of in-domain data, re-
spectively. The paper shows improvements both in perplex-
ities and BLEU scores using all of the three selection meth-
ods. In addition, the paper demonstrates that the automatic
selection approaches work well even if the set of in-domain
text data, on which similarity models are estimated (both
LMs or TFxIDF vectors), is replaced by texts coming from
the output of the MT decoder.

More recently, some approaches have been proposed for
adapting LMs using data extracted from the Web. The au-
thors of [5] compare the usage of both manually and auto-
matically generated texts for selecting auxiliary data for LM
adaptation in a ASR task. In [6] a strategy is proposed for
automatic closed-captioning of video that uses a LM adapted
to the topic of the video itself. A classification is first per-
formed to determine the topic of a given video and a large
set of topic-specific LMs is trained using documents down-
loaded from the Web.



Similarly to [4] and [5] we use automatically generated
documents (i.e. the documents obtained from the automatic
transcriptions of the audio) to select text data from a huge
general text corpus. Given an automatically transcribed doc-
ument (the query document), the purpose of the selection
procedure is to detect and retain from the general corpus only
the documents that are most similar to a given query. Then,
an auxiliary LM is trained using the automatically (query de-
pendent) selected data. However, differently from [4], [5]
and [6] we select documents for training the auxiliary LMs
from the same set used to train the baseline LM employed in
the ASR system, i.e. no additional documents are required to
train auxiliary LMs. Finally, baseline and auxiliary LMs are
linearly interpolated, as will be explained below.

This procedure allows to train LMs focused on the query
document, i.e. on the ASR output. We prefer to use the term
”LM focusing”, instead of LM adaptation, to underline the
fact that we are not using new data to train auxiliary LMs
but, on the contrary, a subset of existing text data is some-
how enhanced in order to better match the linguistic con-
tent of the audio to transcribe. To be more precise, we are
proposing to ”frequently” adapt the LM according to a given
(or automatically detected) segmentation of the audio stream
to transcribe. Since to do this it is necessary to train aux-
iliary LMs through data selection over large corpora of text
data we developed an approach, similar to to TFxIDF based
one, that employs a vector space model to represent docu-
ments to compare. However, the employed features, the way
adopted for storing them and the similarity metrics used, has
allowed to improve both computation and memory efficiency
with respect to TFxIDF. In section 3 the detailed description
of the proposed method and comparisons with both TFxIDF
method and an approach based on perplexity minimization
will be given.

The source used for LMs training is ”google-news”, an
aggregator of news, provided and operated by Google, that
collects news from many different sources, in different lan-
guages, and that groups articles having similar contents. We
download daily news from this site, filter-out unuseful tags
and collect texts. Therefore, a ”google-news” corpus has be-
come available for training both baseline LM and auxiliary
ones.

To measure the performance of our automatic selec-
tion approach we carried out a set of experiments on the
evaluation sets delivered for IWSLT 2011 Evaluation Cam-
paign1. Task of this campaign is the automatic transcrip-
tion/translation of TED talks, a global set of conferences
whose audio/video recordings are available through the In-
ternet (see http://www.ted.com/talks).

The simplest way for combining LMs trained on different
sources is to compute the probability of a word w, given its
past history h, as:

1visit http://www.iwslt2011.org/ for details of the IWSLT 2011 evalua-
tion campaign

P [w | h] =
j=J∑
j=1

λjPj [w | h] (1)

where Pj [w | h] are LM probabilities trained on the jth

source, λj are weights estimated with the aim of minimizing
the overall perplexity on a development set and J is the total
number of LMs to combine. More complex approaches [7]
are based on linear interpolation of log-probabilities using
discriminative training of λj (a comparison among different
LM combination techniques can be found in [8]).

According to what previously seen, equation 1 is used to
combine two LMs: the baseline LM (LMbase) and an aux-
iliary, ith ”talk-specific” LM (LM i

aux), trained on auxiliary
data, automatically selected. In particular, a preliminary au-
tomatic transcription of the given ith TED talk is used both to
select the data to train LM i

aux and to estimate interpolation
weights, λibase and λiaux, to be used with equation 1. Then,
a rescoring ASR step is carried out, as explained in section
2.4, using focused, talk-specific LM probabilities given by
equation 1.

We measured on IWSLT 2011 evaluation sets a relative
improvement of about 3% in Word Error Rate (WER) af-
ter ASR hypotheses rescoring using auxiliary LMs trained
on data selected with the proposed approach. The same im-
provement has been measured using TFxIDF based method
for selecting auxiliary texts but, as previously mentioned, the
latter method is more expensive both in terms of computation
and memory requirements. Finally, a relative lower WER im-
provement has been achieved using an automatic selection
procedure based on perplexity minimization.

2. Automatic Transcription System
The automatic transcription system used in this work is the
one described in [9, 10]. It is based on two decoding passes
followed by a third linguistic rescoring step.

For IWSLT 2011 evaluation campaign speech segments
to transcribe have been manually detected and labelled in
terms of speaker names. Then, audio recordings with manual
segments to transcribe have been furnished to participants,
hence no automatic speaker diarization procedure has been
applied.

In both first and second decoding passes the system uses
continuous density Hidden Markov Models (HMMs) and a
static network embedding the probabilities of the baseline
LM. A frame synchronous Viterbi beam-search is used to
find the most likely word sequence corresponding to each
speech segment to recognize. In addition, in the second de-
coding pass the system generates for each speech segment a
word graph (see below for the details). The best word se-
quences generated in the second decoding pass are used to
evaluate the baseline performance, as well as for selecting
auxiliary documents. The corresponding word graphs are
rescored in the third decoding pass using the focused LMs.
Note that in this latter decoding step acoustic model probabil-



Figure 1: Block diagram of the ASR system.

ities associated to arcs of word graphs remain unchanged, i.e.
the third decoding step implements a pure linguistic rescor-
ing. Figure 1 shows a block diagram of the ASR system with
the main modules involved, emphasizing both the procedure
for selecting auxiliary documents and the rescoring pass us-
ing interpolated LM probabilities given by equation 1. More
details related to each module are reported below.

2.1. Acoustic data selection for training

For acoustic model (AM) training, domain specific acoustic
data were exploited. Recordings of TED talks released be-
fore the cut-off date, 31 December 2010, were downloaded
with the corresponding subtitles which are content-only tran-
scriptions of the speech. In content-only transcriptions any-
thing irrelevant to the content is ignored, including most non-
verbal sounds, false starts, repetitions, incomplete or revised
sentences and superfluous speech by the speaker. The col-
lected data consisted in 820 talks, for a total duration of≈216
hours, with ≈166 hours of actual speech. The provided sub-
titles are not a verbatim transcription of the speeches, hence
a lightly supervised training procedure was applied to extract
segments that can be deemed reliable. The approach is that
of selecting only those portion in which the human transcrip-
tion and an automatic transcription agree (see [9, 11] for the
details). This procedure has allowed to make available 87%
of the training speech, and this amount was considered satis-
factory.

2.2. Acoustic model

13 Mel-frequency cepstral coefficients, including the zero or-
der coefficient, are computed every 10ms using a Hamming
window of 20ms length. First, second and third order time
derivatives are computed, after segment-based cepstral mean
subtraction, to form 52-dimensional feature vectors. Acous-
tic features are normalized and HLDA projected to obtain
39-dimensional feature vectors as described below.

AMs were trained exploiting a variant of the speaker
adaptive training method based on Constrained Maximum
Likelihood Linear Regression (CMLLR) [12]. In our train-
ing variant [13, 10] there are two sets of AMs, the target
models and the recognition models. The training procedure
makes use of an affine transformation to normalize acous-
tic features on a cluster by cluster basis (a cluster contains
all of the speech segments belonging to a same speaker, ac-
cording to the given manual segmentation) with respect to
the target models. For each cluster of speech segments, an
affine transformation is estimated through CMLLR [12] with
the aim of minimizing the mismatch between the cluster data
and the target models. Once estimated, the affine transfor-
mation is applied to cluster data. Recognition models are
then trained on normalized data. Leveraging on the possi-
bility that the structure of the target and recognition mod-
els can be determined independently, a Gaussian Mixture
Model (GMM) can be adopted as target model for training
AMs used in the first decoding pass [13]. This has the ad-
vantage that, at recognition time, word transcriptions of test
utterances are not required for estimating feature transforma-
tions. Instead, target models for training recognition models
used in the second decoding pass are usually triphones with
a single Gaussian per state.

In the current version of the system, a projection of the
acoustic feature space, based on Heteroscedastic Linear Dis-
criminant Analysis (HLDA), is embedded in the feature ex-
traction process as follows. A GMM with 1024 Gaussian
components is first trained on an extended acoustic feature
set consisting of static acoustic features plus their first, sec-
ond and third order time derivatives. Acoustic observations
in each, automatically determined, cluster of speech seg-
ments, are then normalized by applying a CMLLR trans-
formation estimated w.r.t. the GMM. After normalization
of training data, an HLDA transformation is estimated w.r.t.
a set of state-tied, cross-word, gender-independent triphone
HMMs with a single Gaussian per state, trained on the ex-
tended set of normalized features. The HLDA transforma-
tion is then applied to project the extended set of normalized
features in a lower dimensional feature space, that is a 39-
dimensional feature space.

Recognition models used in the first and second decod-
ing passes are trained from scratch on normalized, HLDA
projected, features. HMMs for the first decoding pass are
trained through a conventional maximum likelihood proce-
dure. Recognition models used in the second decoding pass
are speaker adaptively trained exploiting, as seen above, as
target-models triphone HMMs with a single Gaussian den-
sity per state.

2.3. Baseline LM

As previously mentioned the text data used for training the
baseline LM are extracted from ”google-news” web corpus.
These data are grouped into 7 broad domains (economy,
sports, science and technology, etc) and, after cleaning, re-



moving double lines and application of a text normalization
procedure, the corpus results into about 5.7M of documents,
for a total of about 1.6G of words. The average number of
words per document is 272.

On this data we trained a 4-gram backoff LM using the
modified shift beta smoothing method as supplied by the
IRSTLM toolkit [14]. The LM results into about 1.6M uni-
grams, 73M bigrams, 120M 3-grams and 195M 4-grams.

As seen above the LM is used twice: the first time to com-
pile a static Finite State Network (FSN) which includes LM
probabilities and lexicon for the first two decoding passes.
The LM employed for building this FSN is pruned in or-
der to obtain a network of manageable size, resulting in a
recognition vocabulary of 200K words, 37M bigrams, 34M
3-grams, 38M 4-grams. The non-pruned LM is instead com-
bined (through equation 1) with the auxiliary LMs and used
in the third decoding step to rescore word graphs.

2.4. Word graphs generation and rescoring

Word graphs (WGs) are generated in the second decoding
step. To do this, all of the word hypotheses that survive in-
side the trellis during the Viterbi beam search are saved in
a word lattice containing the following information: initial
word state in the trellis, final word state in the trellis, related
time instants and word log-likelihood. From this data struc-
ture and given the LM used in the recognition steps, WGs are
built with separate acoustic likelihood and LM probabilities
associated to word transitions. To increase the recombina-
tion of paths inside the trellis and consequently the densities
of the WGs, the so called word pair approximation [15] is ap-
plied. In this way the resulting graph error rate was estimated
to be around 1

3 of the corresponding WER.
As shown if figure 1, for each given ith talk an auxil-

iary LM (LM i
aux) is trained using data selected automati-

cally from a huge corpus (i.e. ”google-news”) with one of
the methods described in section 3. The ith query document
used to score the corpus consists of the 1-best output of the
second ASR decoding step, as depicted in Figure 1. Then,
the original (baseline) LM probability on each arc of each
WG is substituted with the interpolated probability given by
equation 1. The interpolation weights, λibase and λiaux, asso-
ciated to the two LMs (LMbase and LM i

aux) are estimated
so as to minimize the overall LM perplexity on the 1-best
output (the same used to build the ith query document), of
the second ASR decoding step. For clarity reasons this latter
procedure is not explicitly shown in Figure 1.

Finally, the rescored 1-best word sequences are used for
evaluating the performance.

3. Auxiliary Data Selection
In this section we describe the processes for selecting docu-
ments (rows in ”google-news” corpus, each one containing a
news article) which are semantically similar to a given auto-
matically transcribed document. In the following, N is the

number of total rows of the corpus (5.7M for this work) and
D is the total number of unique words in the corpus.

The result of this process is to obtain a sorted version
of the whole ”google-news” corpus according to similarity
scores. The most similar documents will be used to build
talk-dependent auxiliary LMs, trained on different amount
of data.

3.1. TFxIDF based method

We are given a dictionary of terms t1, . . . , tD derived from
the corpus to select (i.e. ”google-news”).

From the sequence of automatically recognized words
W i = wi

1, . . . , w
i
len(W i) of the given ith query document

(i.e. the ith automatically transcribed talk) the TFxIDF co-
efficients ci[td] are evaluated for each dictionary term td as
follows [16]:

ci[td] = (1 + log(tf id))× log(
D

dfd
) 1 ≤ d ≤ D (2)

where tf id is the frequency of term td inside document
W i and dfd is the number of documents in the corpus to se-
lect that contain the term td.

The TFxIDF coefficients of the nth row (document) in
the ”google-news” corpus rn[td], 1 ≤ n ≤ N are com-
puted in the same way (where N is the total number of
rows). Then, the two vectors Ci = ci[t1], . . . , c

i[tD] and
Rn = rn[t1], . . . , r

n[tD] are used to estimate a similarity
score for the nth document via scalar product:

s(Ci,Rn) =
Ci ·Rn

| Ci || Rn |
(3)

The approach requires to evaluate N scalar products
for each automatically transcribed talk. Each scalar prod-
uct wants, according to equation above, to essentially com-
pute Qi

n sums plus Qi
n multiplications, where Qi

n is the
number of common terms in W i and in the nth document,
Wn

google−news. Hence, the total number of arithmetic oper-
ations required for scoring the whole corpus is proportional
to O(2 × N × E[Qi

n]), where E[] denotes expectation. Con-
cerning memory occupation, the method basically requires to
load into memory of the computer the IDF coefficients, i.e.
the term log( D

dfd
) in equation 2, of all words in the dictionary,

plus the rn[td] coefficients, for a total ofD+N×E[Qi
n] float

values. Then, TFxIDF coefficients of the query document are
estimated through equation 2, while TFxIDF coefficients of
each row of ”google-news” are conveniently computed in a
preliminary step and stored in a file. In our implementation,
access to coefficients entering the scalar product of equation
3 is done using associative arrays. Note that we don’t con-
sider this contribution in the complexity evaluation of the ap-
proach.

Note also that sorting the whole corpus according to the
resulting TFxIDF scores, to find out the most similar doc-



uments to the given query document talk, may be compu-
tationally expensive. Hence, we discard documents of the
corpus whose TFxIDF scores are below a threshold and per-
form sorting only on the remaining set of documents. The
latter threshold is determined through preliminary analyses
of TFxIDF values, taking advantage from the fact that TFx-
IDF coefficients are normalized within the interval [0− 1].

3.2. New proposed approach

3.2.1. Preprocessing stage

First, we build a table containing all the different words
found in the ”google-news” corpus, each one with an asso-
ciated counter of the related number of occurrences in the
corpus itself. The words are sorted in descending order
with respect to the counter and a list is built that includes
only the most frequent D′ words (in our case a choice of
D′ = 200773 allows to retain words having more than 34
occurrences). Then, from the resulting list the most frequent
D” = 100 words are removed, allowing to create an index ta-
ble, where each index is associated to a word in a dictionary
V (lower indices correspond to words having higher coun-
ters). Finally, every word in the corpus is replaced with its
corresponding index in V . Words outside V are discarded.
Indices of each row are then sorted to allow quick compari-
son (this point will be discussed later).

The rationale behind this approach is the following:

• very common words, i.e. those with low indices, only
carry syntactic information, therefore they are useless
if the purpose is to find semantically similar sentences;

• very uncommon words will be used rarely so they will
just slow down the search process.

The choice for the reported values ofD′ andD′′ has been
done on the basis of preliminary experiments carried out on
a development data set (see section 4) and resulted not to be
critical. With the chosen values about half of the words of
the corpus were discarded: currently there are 5.7 millions
rows, corresponding in total to 1561.1 millions words, 864.5
millions survived indices. We keep alignment between the
original corpus and its indexed version.

3.2.2. Searching stage

We apply to the given ith talk the same procedure as be-
fore, obtaining a sequence of numerically sorted word in-
dices. Hence, as for the TFxIDF method, both the ith talk
and the nth ”google-news” document are represented by two
vectors (containing integer indices in this case): C′i and R′n,
respectively. The similarity score is in this case:

s′(C′i,R′n) =
e(C′i,R′n)

dim(C′i) + dim(R′n)
(4)

where e(C′i,R′n) is the number of common indices be-
tween the two vectors C′i and R′n.

Note that, differently from TFxIDF approach, where both
vectors Ci and Rn can be assumed to have dimension equal
to D (the size of the dictionary), in this case the normal-
ization term for the similarity measure is given by the de-
nominator of equation 4. The two vectors C′i and R′n have
dimensions exactly equal to the number of the correspond-
ing indexed words survived after pruning of dictionary, as
explained above.

Note also that, while TFxIDF method allows to compare
two documents by weighting same words both with their fre-
quencies and with their relevance in the documents to select,
the proposed approach is essentially a method to count the
number of same words in the documents (word counters are
not used in the similarity metric). However, since compo-
nents of index vectors are numerically ordered, the computa-
tion of the similarity score s′(C′i,R′n) results very efficient.
This is essential given the large number of documents in the
corpus to score.

Each of the N score computation, according to equa-
tion 4, essentially needs Q′in comparisons (in this case no
sums or multiplications are executed) to be executed, with
Q′in ≤ Qi

n, due to dictionary pruning. Since, we can assume
E[Q′in] ' 1

2E[Q
i
n] (due to halving of indices), the total num-

ber of comparisons required for scoring the whole corpus is
proportional toO(N2 ×E[Q

i
n]), i.e. 1

4 with respect to TFxIDF
based method. In addition, differently from the latter one,
the proposed approach doesn’t require to load into memory
of the computer any parameter related to the whole dictio-
nary, instead only the sequence of indices (i.e. one sequence
of integer values for each row of ”google-news”) entering
equation 4 is needed. In our implementation the latter in-
dices are conveniently stored and read from a file. Therefore,
the memory requirements of the proposed approach are neg-
ligible. Furthermore, since the resulting document scores are
not normalized, the estimate of the threshold to be used for
selecting the subset of the documents to sort from the whole
corpus is based on a preliminary computation of a histogram
of scores.

Finally, in order to measure the complexities of proposed
method and TFxIDF based one, we led three different selec-
tion runs using ASR output of a predefined TED talk. For
processing the whole ”google-news” corpus the proposed
method took on average about 16min, with a memory oc-
cupation of about 10MB, while the TFxIDF based method
took on average about 114min, with a memory occupation
of about 650MB. These runs were carried out on the same In-
tel/Xeon E5420 machine, free from other computation loads.

3.3. Perplexity based method

A 3-gram LM is trained with the automatic transcription
of the given ith TED talk. Then, the perplexity of each
document in the ”google-news” corpus is estimated using
this latter LM and the resulting perplexity values are used
to find out the most similar documents to the given talk.
Also in this case an histogram of perplexity scores is es-



timated to determine the optimal selection threshold before
sorting documents. Basically, each of the N perplexity val-
ues (one for each ”google-news” document) requires to com-
pute len(Wn

google−news) log-probabilities (through LM look-
up table and LM backoff smoothing) and len(Wn

google−news)
sums.

4. Experiments and results
As previously mentioned experiments have been carried out
on the evaluation sets of IWSLT 2011 evaluation campaign.
In total, these latter ones include 27 talks, which have been
divided into a development set and a test set. Table 1 reports
some statistics derived from evaluation sets.

Table 1: Statistics related to the dev/test sets of IWSLT 2011
evaluation campaign: total number of running words, mini-
mum, maximum and mean number of words per talk.

dev-set (19 talks) test-set (8 talks)
#words 44505 12431

(min,max,mean) (591,4509,2342) (484,2855,1553)

Note the quite small number of words available for each
talk to build the similarity models to be used in the automatic
selection process, especially for the test set. Despite this fact,
significant performance improvement has been achieved on
this task.

We evaluated performance, both in terms of PP and
WER.

The overall perplexity PPdev on the dev set is computed
summing the LM log-probabilities of each reference talk and
dividing by the total number of words, according to the fol-
lowing equation:

PPdev = 10

i=19∑
i=1

−log10(Pi
LM [Wi])

NW (5)

where P i
LM [Wi] is the probability of the reference word

sequence in the ith talk, computed using the ith talk-
dependent interpolated LM, and NW is the total number of
words in the dev set. The overall perplexity on the test set is
computed in a similar way.

Performance, as a function of the number of words used
to train the auxiliary LMs, are reported in Figures 2 to 5, for
both dev set and test set.

In the figures the point corresponding to 0 words on the
abscissa indicates performance obtained using the baseline,
talk independent, LM (i.e. no interpolation with auxiliary
LMs has been made).

As can be observed all of automatic selection methods al-
low to improve both in terms of perplexity and WER. Look-
ing at curves of perplexity (figures 2 and 4), we note that an
optimal value for the number of words that should be used
for training auxiliary LM is clearly reached with both TFx-
IDF and new proposed selection approach (the related curves
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Figure 2: Perplexity on dev set of PP-based selection method,
NEW proposed method and TFxIDF based method as a func-
tion of the number of words, shown on a logarithmic scale,
used to train the auxiliary LMs.
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Figure 3: %WER on dev set for the various selection meth-
ods.

exhibit clear minimal points). Instead, this trend is not exhib-
ited by PP based curves, where the minimal perplexity value
seems will be reached with a quite high number of auxil-
iary words (we deserve to extend the curves with future ex-
periments). This is probably due to the fact that proposed
and TFxIDF selection methods give more weight to content
words than the PP based one, where also functional words
can significantly contribute to form the scores of documents
to select.

A different trend is instead observed looking at curves
related to WERs (see figure 3 and 5), specifically, they do
not exhibit clear minimal values. Actually, while perplexity
values depend only on LM probabilities (i.e. on models de-
rived only from text data, including the selected ones), WER
values are obtained through Maximum a Posteriori (MAP)
decoding, combining LM probability scores and AM likeli-
hood scores, giving rise to more irregularities in the related
curves, as well as to local minima. In any case, it is im-
portant to note that the usage of focused LMs allow always
to decrease WER. In particular, both new and TFxIDF ap-
proaches allow to achieve about 3% WER reduction on both
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Figure 4: Perplexity on test set for the various selection meth-
ods.
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Figure 5: %WER on test set for the various selection meth-
ods.

dev and test sets, while a lower improvement (around 2% rel-
ative WER reduction) is obtained with the PP based selection
method.

Finally, for comparison purposes we trained a domain
specific LM using subtitles of TED talks that have been
downloaded from the internet by the organizer of IWSLT
2011 evaluation campaign, before the cut-off date (Decem-
ber 31, 2010), and distributed to the participants. The lat-
ter domain specific corpus contains around 2M words and
the resulting LM (LMted) contains about: 40K unigrams,
540K bigrams, 1.6M 3-grams and 1M 4-grams. Then,
we have linearly interpolated LMted with the baseline LM
(LMbase) and, as for the automatic selection methods, we
have rescored the WGs generated in the second ASR de-
coding pass with the ”adapted” LM (i.e. LMbase ⊕ LMted,
where symbol ⊕ denotes interpolation according to equation
1). Note that also in this case the linear interpolation weights
have been estimated using the automatic transcriptions of the
second ASR decoding pass. Table 2 reports the performance,
both in terms of WER and PP, for the ”focused” LMs (where
LMpp, LMtf ·idf and LMnew have been trained on automat-
ically selected text corpora of 3M words) and for the domain
adapted LM.

Table 2: Results obtained using ”focused” LMs and domain
adapted LM.

dev-set test-set
PP %WER PP %WER

LMbase ⊕ LMpp 223 19.0 205 18.9
LMbase ⊕ LMnew 210 18.8 194 18.4
LMbase ⊕ LMtf ·idf 206 18.8 194 18.5
LMbase ⊕ LMted 158 18.7 142 18.4

As can be seen from the Table, although PP values for
the domain adapted LM (LMbase⊕LMted) are significantly
lower with respect to the other LMs, the corresponding WER
values are similar to those obtained with focused LMs. The
proposed selection approach (row LMbase ⊕LMnew), gives
0.1% difference on the dev set and 0% on test set, respec-
tively.

4.1. Experiments with IWSLT2012 data

To further check the effectiveness of LM focusing ap-
proaches described so far, we carried out additional exper-
iments using the sets of English text corpora distributed for
IWSLT 2012 Evaluation Campaign. These latter consist of:
news commentaries and news crawls, proceedings of Euro-
pean Parliament sessions and the newswire text corpus Gi-
gaword (fifth edition), as distributed by the LDC consor-
tium (see LDC catalog http://www.ldc.upenn.edu/Catalog/
for more details about this corpus). In addition an in-domain
text corpus containing transcriptions of TED talks has been
provided.

With these data we built 3 LMs:

• LMW12, trained on news commentaries/crawls
and European Parliament proceedings (about 830M
words);

• LMG5, trained on Gigaword, fifth edition (about 4G
words);

• LMT12, trained on in-domain TED data (about 2.7M
words).

Similarly to what reported in Table 2 we measured per-
formance (both PP and WER) using talk-specific linearly in-
terpolated LMs. In particular, we compared performance us-
ing different combinations of LMs, as shown on Table 3.

Also in this case talk-specific auxiliary LMs were trained
on data (5M words) automatically selected using the ASR
output of the second decoding step. The latter selection was
carried out over both W12 and G5 text corpora (i.e. with-
out using in-domain TED data). We only compared TFxIDF
based method and the new one, proposed in this paper.

Table 3 gives the results on both development and test
sets. In this case we haven’t evaluated performance as a func-
tion of the number of words retained for auxiliary data selec-
tion (see figures 2 to 5). This latter number of words, accord-
ing to previous experiments using IWSLT 2011 text data, has



Table 3: Results obtained using baseline, ”focused” and do-
main adapted LMs trained on text data delivered for IWSLT
2012 Evaluation Campaign.

dev-set test-set
PP %WER PP %WER

LMW12 ⊕ LMG5 179 18.8 159 18.1
LMW12 ⊕ LMG5 ⊕ LMtf ·idf 155 18.4 140 17.6
LMW12 ⊕ LMG5 ⊕ LMnew 164 18.5 146 17.5
LMW12 ⊕ LMG5 ⊕ LMted 139 18.2 126 17.5

been fixed to 5 millions. Note also that with the new set of
training text data the improvement given by the proposed fo-
cusing procedure is maintained (about 2% relative WER re-
duction on the dev set and about 3% WER relative reduction
on the test set), performing very closely to domain adapted
LMs.

5. Conclusions and Future Work
We have described a method for focusing LMs towards the
output of an ASR system. The approach is based on the
useful and efficient selection, according to a novel similar-
ity score, of documents belonging to large sets of text cor-
pora on which the LM used for automatic transcription was
trained. Improvements on WER have been reached without
making use of in-domain specific text data. In addition, com-
parisons with TFxIDF and PP based selection methods have
been done, showing the effectiveness of the proposed ap-
proach, which resulted computationally less expensive than
TFxIDF.

However, at present we are not able to decide if this result
is quite general, or if it depends on the particular set of data
used, or on the specific TED domain. Future works will try
to extend the approach to domains different from TED.
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